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Abstract. The rules for creating the tajweed of the old Uzbek language, the steps of the
algorithm for creating the dictionary and creating the tajweed, and their descriptions are
highlighted. The effectiveness of using Hamming distance and Levenshtein distance in word
segmentation and word recognition is highlighted.
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I. INTRODUCTION

The direct replacement of letters is not enough for the old Uzbek language, one of the main
reasons for this is the richness of our language. For this reason, we should separate the vocabulary
and put the appropriate words in Persian and Arabic from our existing dictionaries.

One of the problems encountered during the preparation of an electronic dictionary is, of
course, how to search for a word. A user may enter a word incorrectly while searching for a word,
or may miss a few letters while typing. We will consider the following algorithms to avoid them
[1-2].

Il. MAIN PART

Hamming distance. The Hamming distance is measured by the number of different
characters of two strings of equal length. In other words, it is the number of minimum character
permutations of the second word to form one word.

For two binary strings a and b, the Hamming distance is equal to the number of ones of the
value produced by the operation a {XOR b}. The Hamming distance generated from these binary
strings is also known as the Hamming cube.

In the 1950s, after Richard Hamming invented the process of working with Hamming
codes, this value was coined by his name, the Hamming distance.

Levenshtein distance. Levenshtein distance means the amount of mutual differences
between two lines. In other words, it means creating the second word by minimally changing
(adding, deleting, replacing) the first word. The Levenstein distance was calculated by Vladimir
Levenstein in 1965 and is named after him. This method is also called "edit distance™.

Mathematically, the Levenshtein distance is found as follows. To us given the strings a and
b, levg,(lal, |b]) is equal to:

max(i, j) ifmin(i,j) = 0,
leve,(i—1,j)+1
levgy(i,)) = mindlevgp(i,j—1)+1 otherwise.

k leva’b (l - 1,] - 1) + 1(ai¢bj)

If a; = b; equality holds, 1(q;#p)) is equal to 0 (zero), otherwise, is equal to 1 [3-4].
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It should be kept in mind that in finding minima, the first element means to remove one
character from the string a, the second element means to add one character, and the third one means
to match or not.

The electronic translator consists of the following modules:

1. A module that takes into account prefixes and suffixes and the word stems in the old Uzbek
script.

2. Search module for the words entered in the Arabic, Persian, Tajik language dictionary,
taking into account the prefix and suffix and stem word.

3. There are modules that edit, delete and add new words in the dictionary.

4. A module that takes into account prefixes and suffixes and the root word.

In general, there are the following ways to refer to tables in the relational data base:

e -« Sequential - in this method, all the given table are viewed in sequence and the desired one is
searched;

e -« True - in this method, the required data are selected from the table based on the key or index;

e +Indexed sequence - this method includes both of the above methods and is used to search a
given group [5-7].

We use the first method in the search.

For example, we take the following word:

The word "school™ is a 6-sound (phonemic) word, but in writing it is represented by 4
consonants in the form < % (m+x+1+6). The word "country™ has 8 phonemes, and in writing it is
written with 5 letters in the form 3 & (m+m+n+k+1). These are Arabic words.

Turkish-Uzbek words such as "qoshiq", "qizig", "chiziq", "bildi" have 5 phonemes, which
are also expressed by 5 letters in writing: sdé sse> o

685 .

to find the Tajweed translation of this word, the program does the following:

« first of all, by reading from right to left, each word in the given sentence is separated,

« each word is checked for prefixes and suffixes and the root;

« extracted chunks are first checked for condition, then searched from given repository;

» the corresponding translation of the fragment in the base is obtained and replaced by the
fragment;

« direct letter replacement of words that are not in the dictionary;

» all pieces are combined and printed from left to right to get the result.

Picture 1.
Functional diagram of software operation
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A graphical representation of the above process is depicted in Picture 1. The diagram of the
electronic translator is shown in Picture 1.

Selection of tasks A module block that
forms output data

Task selection

block
v
1 A module that takes into account
o . the prefi d suffi fword
A table with a list of suffixes > ;PI;;ZS :nmzuﬂl:::tsa; :;rd *
the Uzbek language and the rules y Janghag
for adding them to words <
A search module for words entered in
the dictionary, taking into account the
= prefix and suffix and the stem word.
Table of views of the available
suffixes in the Uzbek language. A module that edits. deletes and adds
Its area 1s the form of the suffix, = new words in the dictionary
and its field 1s the form of the
base of the suffix.
Output block
Finding its appropriate ql,
translation from the given
database, taking into account the | & First, each word in the given
prefixes and suffixes of the ) sentence 15 separated
words
Each word 1s checked for prefixes
—> and suffixes and the stem
Extracted chunks are first checked for
s condition and then fetched from the
given repository.
The corresponding base translation
L= | ofthe separated fragment 1s taken
and replaced by the fragment.

Init, C is the text to be translated. We extract the given text words as elements of the Soz[i]
array.

sl ASSJ\ ol &‘LSQQ

When parsing, we read the string from right to left and first check and pars each element
of the resulting array for the prefix.
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The text given above does not contain a prefix. If present, it is taken as an element of the
array X[j]. Then the suffix is checked and extracted in the same way.

If the suffix is present, it is taken as an element of the array s[j]. In some cases, there can
be more than one suffix in one word. The rest remains in place as an array element.

The extracted prefix, stem and suffix are checked against the given ones respectively. After
verification, a new word is generated and printed. If a word is not found in the table, it will be
printed as garbled text.

I1l. CONCLUSION

In this article, the formalization of programming processes and the model of the software
complex and the scheme of the electronic translator have been developed based on the modular
analysis of the electronic translator calculation algorithms.
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