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Abstract. In sentiment analysis of user comments, we first need to start with pre-processing 

the comments. Because the commentary texts were written by different people in different 

languages, with different spelling mistakes in the writings. If the input texts for classification 

algorithms in data mining are pre-processed, the accuracy of the sentiment analysis algorithm 

will increase and we can achieve the expected result. Solving such problems is an important task 

of natural language processing. In this article, we have prepared a Dataset using feedback given 

to restaurants located in the city of Tashkent on the Google map and analyzed Sentiment using 

logistic regression models. Overall evaluation results show that the system performs well by 

performing pre-processing steps such as stemming for agglutinative languages. 
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The effectiveness of natural language processing (NLP) methods depends on a large 

amount of data. Sentiment analysis is the analysis of opinions expressed by people [1,2]. Reviews 

are usually posted by users about services, products, applications and other types of services on 

Google Map, Yelp, Play Market and other popular applications. They often encourage consumers 

to actively participate in reviews, and based on user-generated feedback, they help consumers 

better meet their needs and improve the quality of their product or service to win the competition 

and so on. they achieve. Such development allows entrepreneurs to develop without creating 

convenience for users. Entrepreneurs will lag behind in development if they do not take into 

account negative opinions about their products or services. 

In addition, restaurant reviews represent the composition of customers' emotional needs 

and are an important source of information about consumer choice. Currently, sentiment analysis 

detection has achieved very high accuracy rates after applying deep learning techniques, especially 

for high source languages. Since the Uzbek language is an agglutinative language, one word can 

be a meaningful sentence. To our knowledge, there is insufficient previous work on feedback-

based emotion classification problems. Thus, for this thesis, the following were considered: 

A dataset based on the location of Uzbek cuisine was collected from Google Maps, where 

information was collected based on reviews of local national dishes. The collected comment texts 

were sorted into tokens [3,4] and it was observed that there were many gaps in the words. In this 

case, the presence of grammatical errors, dialect words, Uzbek, Russian and other languages in the 

text of the comments reduces the accuracy of the sentiment analysis algorithm. For example, the 

word "good" in the text "good", "good", "good", "good", "good" and many other uses of the same 

word in the text reduces the accuracy of the algorithm. Due to the fact that TF-IDF is used to 

determine the frequency of words in sentiment analysis, the occurrence of one word in many cases 

affects its frequency in the text. 

   Data preprocessing for train set and test set plays an important role for classification. Ready 

data for Machine Learning algorithms must be pre-trained. Classified based on 5-star feedback 



 

SCIENCE AND INNOVATION 
INTERNATIONAL SCIENTIFIC JOURNAL VOLUME 2 ISSUE 11 NOVEMBER 2023 

UIF-2022: 8.2 | ISSN: 2181-3337 | SCIENTISTS.UZ 

 21  

 

      provided by Google Maps. In this case, we consider a dataset of 1- and 2-star reviews as negative, 

and a dataset of 4- and 5-star reviews as positive. Since most of the comments are written in other 

languages such as English, Kyrgyz and Russian, it is important to translate them into Uzbek. It is 

advisable to translate such comments into Uzbek using the Google Translate API. 

Dataset preprocessing is applied in two steps. 

The first step is to remove URLs, punctuation, and lowercase letters. 

The second step is to ignore the stop words in the data set based on the accuracy evaluation 

after generating a list of stop words using the TF-IDF algorithm; 

The third step is to apply the stemming algorithm. 

Based on the electronic dictionary of words in the Uzbek language, a combinatorial 

approach is used to make a conclusion for the Uzbek part of speech: noun, adjective, number, verb, 

participle, declension, and consonants. The advantages of using the algorithm are that it is lexical-

free, and its complexity allows you to perform a single operation (referring to the dictionary of 

endings of the language): 

dividing the word into adverbs; 

morphological analysis of words. 

In recent years, several works have been done in the field of NLP for the Uzbek language, 

including a sentiment analysis dataset created by collecting and analyzing Google Play app 

reviews, two types of data: medium o -size manually annotated datasets and large datasets are 

automatically translated from English. Bilingual vocabularies for the Turkish languages were 

obtained and used to cross-linguistically match word addition supported by a bilingual vocabulary 

induction assessment task. They showed that aligning words from a low-resource language can 

use resource-rich, closely related languages. Another similar article studied the influence of emoji-

based features in the classification of Uzbek texts. A semantic evaluation dataset of semantic 

similarity and relatedness scores in word pairs, as well as its analysis for the Uzbek language, is 

presented in a recent work. There is a growing trend in NLP that uses techniques based on artificial 

intelligence ency exists, as can be seen in the Uzbek language work with neuron transformers - an 

architecture-based language model [11]. Sentiment analysis in the field of NLP, there are works 

that use different methods of sentiment analysis, such as machine learning and deep learning, in 

their work with the idea of taking into account differences in views and opinions from a global 

perspective. Includes comments from popular social platforms like Twitter, Reddit, Tumblr, and 

Facebook.    In this thesis, a data processing, preprocessing engine for a sentiment analysis 

system based on machine learning and deep learning is developed for the restaurant domain review 

dataset. It includes web-browser data collection, preprocessing (cleaning, stopwords, lexicon-free 

stemming), TF-IDF weight matrix generation, and ML and DL implementation for sentiment 

analysis. 
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      Figure 1: An example of feedback 

Data collection. It begins with a review of the large number of datasets available for 

sentiment analysis in the Uzbek language [10]. 

Usual approaches like Twitter or movie reviews are not suitable for the Uzbek language. 

Therefore, it was decided to collect restaurant reviews, because locals mostly like to give feedback 

about restaurants. Uzbek cuisine is one of the most popular dishes in the Commonwealth of 

Independent States (CIS, CA countries). All local restaurants in Tashkent have been viewed from 

Google Maps. First, we select a list of more than 140 URLs with at least 3 reviews, and all the data 

shown in Figure 1 is obtained. Google's anti-spam and anti-DDOS policies have been reviewed, 

as there are certain restrictions on data collection. 

Data preprocessing. A set of starred texts requires manual correction during dataset 

validation. Because automatic text correction algorithms and programs for the Uzbek language are 

not complete. Only comments containing emojis, names, or other irrelevant content such as 

username mentions, URLs, or custom app names will be removed. It is advisable to translate those 

written in languages other than Uzbek (mainly Russian and some in English) using the official 

Google translate API. Although people in Uzbekistan use the official Latin alphabet, the use of the 

old Cyrillic alphabet is equally popular, especially among adults. Those comments written in the 

Cyrillic alphabet are translated into Latin using the Uzbek machine transliteration tool. Next, we 

used to stop words to remove low-level information words from our comments to focus on 

important information. Our model is a proposed algorithm to automatically identify sets of single-

word stop words using TF-IDF (Term Frequency - Inverse Document Frequency). After that, each 

word is processed into a lexicon-free base generator, i.e., a tagging operation is performed [6]. The 

main idea is to use a combinatorial approach of matching words by removing irrelevant words [5]. 

Evaluation. The new data set collected is divided into train set and test set for evaluation in 8 x 2 

ratio, respectively. Train Set is needed for building and training the model, and test set is needed 

for testing the built model. After the data cleaning process, we have the original data set as follows: 

where xi represent the feature vectors and yet the annotation labels: 

(𝑥𝑖⃗⃗  ⃗ , 𝑦𝑖),                           𝑖 = 1, 2, 3, ..., 𝑁 (1) 

𝑥𝑖⃗⃗  ⃗  =  (𝑥𝑖1, 𝑥𝑖2 . . . , 𝑥𝑖𝑛)        𝑖 = 1, 2, 3, ..., 𝑁 (2) 

 

𝑁 and 𝑚 are the number of views and the length of the feature vector, respectively. Then 

we compute the TF-IDF scores for each feature vector xi, which vectorizes by extracting words 

[7]. Counting the frequency of a word in a given comment and the frequency between comments. 

The final result of all z's is defined as a sparse matrix. 

𝑧𝑖⃗⃗   =  𝑇𝐹(𝑥𝑖)𝑥𝐼𝐷𝐹(𝑥𝑖)             𝑖 = 1, 2, 3, ..., 𝑁 (3) 

Machine learning algorithms. Logistic regression model [8]. 

ℎ(𝑧 )  =  1/(1 + 𝑒𝑥𝑝(−𝑧) 

𝑃(𝑦│𝑧  ) = {ℎ(𝑧  ),   𝑖𝑓 𝑦 =  +1(𝑖𝑗𝑜𝑏𝑖𝑦)  1 −  ℎ(𝑧  ),   𝑖𝑓 𝑦 =  −1(𝑠𝑎𝑙𝑏𝑖𝑦)     (4) 

A logistic regression model is a classification algorithm known for its exponential and log-

linear functions. It works with discrete values and any real-valued function displays 0's and 1's. 

Sentiment analysis shows that comments are positive or negative using formula (4). 

Conclusion. In order to analyze the sentiment of Uzbek texts using logistic regression 

model, we need to remove as much as possible from the training texts. That is, we increase the 

accuracy of the model by making all the texts the same. 
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