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Abstract. The cyber physical systems integrate the sensing, computation, control and
networking processes into physical objects and infrastructure, which are connected through the
Internet to execute a common task. Cyber physical systems can be applied in various
applications, like healthcare, transportation, industrial production, environment and
sustainability, and security and surveillance. However, the tight coupling of cyber systems with
physical systems introduce challenges in addressing stability, security, efficiency and reliability.
The machine learning (ML) security is the inclusion of cyber security mechanism to provide
protection to the machine learning models against various cyber attacks. The ML models work
through the traditional training and testing approaches. However, execution of such kind of
approaches may not function effectively in case if a system is connected to the Internet. As online
hackers can exploit deployed security mechanisms and poison the data. This data is then taken
as the input by the ML models. In this article, we provide the details of various machine learning
security attacks in cyber physical systems. We then discuss some defense mechanisms to protect
against these attacks. We also present a threat model of ML security mechanisms deployed in
cyber systems. Furthermore, we discuss various issues and challenges of ML security
mechanisms deployed in cyber systems. Finally, we provide a detailed comparative study on
performance of the ML models under the influence of various ML attacks in cyber physical
systems.
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METO/IbIl U CPEJICTBA 3AIIUTHI UH®OPMAIIMOHHBIX CUCTEM OT B3JIOMA

HA OCHOBE MAIHIMHHOI'O OBYYEHUA

Annomauus. Kubepguzuuecxue cucmembl UHmMez2pupyom CeHcopHble,
eéblduciumeiibible, ynpasjdwowue u - cemesvle  npoyeccovl 8 qbu3uqecmte obvexmuvl U
uHghpacmpykmypy, Komopvle cesa3aubl uepe3 Mumephem 0151 8blNOIHEHUsT 0Owel 3adavu.
Ku6epd)u3uuea<ue cucmemsbl mocym HNPUMEHAMbCA 6 PA3TUYHbIX NPUTIONCEHUAX, MAKUX KAaK
30pAoOXpanerue, MpPAHCNOPM, NPOMBIUIEHHOEe NPOU3B0OCMBO0, OKpyJcauas cpeda u
ycmoﬁuueocmb, a maxoice bezonacrocms u nHaoawooenue. OOHAKO mecHas C6A3b Ku6epcucmeM C
Qusuneckumu cucmemamu cozoaem npobremvl 8 obecnevenuu cmaduIbHOCcmu, 6e30nacHoCmu,
appexmusnocmu  u nadedxcnocmu. beszonacnocmv  mawunnozco obyuenuss (ML) — omo
BKIIOUEHUE MeXaHUuMa Kubepbezonachocmu 0ns obecnevenust 3auumol Mooeiel MAUUHHO2O0
oOyuenuss om pasiuyHLIX Kubepamax. Moodenu mawuHHO20 00YueHuss pabomarom
UCnoilb3oeaHuem mpa()ML;MOHHblx n00xX0008 K O6ylt€H1/li0 u mecmuposarnuro. O@HaKO 6blNOJIHEeHUEe
maxko2o poda nooxo008 Modcem pabomams HedIDdekmugHo, eciu cucmema NOOKNOUeHA K
Unmepnemy. [lockonvbKy oHAQUH-XAKepbl MOSYM UCHOIb3068AMb pPA38EPHYMbIE MeXAHUIMbL
bezonacrHocmu u ompaeumbs Oannvle. 3amem dmu OanHble UCNOJIb3YIONICA 6 Kauecmee B6XO0O0HbIX
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oannvix mooensamu ML. B smoii cmamve mbl noOpoOHO pacckaxcem 0 pa3iudHblX amaxkax Ha
be3onacHocms MAWUHHO20 00yYeHUsi 8 Kubepuzuueckux cucmemax. 3amem Mwvl 00CyouMm
HEeKomopwle 3auumnble MeXaHuzmMvl 0I5l 3auumsl om 3mux amax. Mvl maxoice npedcmasisiem
Mooenb yepo3 mexanuzmos bezonacnocmu ML, pazeeprymuix 6 kubepcucmemax. Kpome moeo,
Mbl  0bCcyxcoaeM paziuuHvle Npoodiemvl U npobaemvl Mmexamusmos 6ezonacrocmu ML,
pazeepHymvix 6 Kubepcucmemax. Haxoney, mvi npedocmagnsem noopodoHoe cpagnumenbHoe
uccie008anue npou3soo0UmMenIbHOCMY Mooeneld MAWUHHO20 00YUeHUs NOO GIUAHUEM PA3TUYHBIX
amaxk MauuHHo20 00y4enus 68 Kubep@uzuueckux cucmemax.
Knrueswie cnosa: Mawunnoe obyuenue, Cubersecurity, amaxu, CPS.

Introduction. Cyber physical systems (CPS) are systems that collaborate computational
entities (i.e., sensors and actuators) in connection with the physical world and the associated
processes. This further facilitates the data-accessing and data-processing services available on
the Internet. CPS can be used in various types of applications (i.e., smart home, smart healthcare
and transportation systems, etc.). Though CPS can be deployed in various applications at the
same time, they have many Challenges related to security and privacy because various attacks
(i.e., malware injection, impersonation, man-in-the-middle (MiTM), leakage of secret data,
unauthorized data updates, etc.) are possible. Sometimes we use the machine learning (ML)
models in the CPS-based applications to draw useful outcomes from the collected data of the
sensors. Therefore, the role of ML models is very important here, and their predictions and
outcomes should be accurate. However, the existence of various attacks may affect the
performance of the ML models, and thus, they may produce wrong outcomes. ML is a field of
computing that utilizes computational algorithms to train machines to be able to perform various
tasks that further automate the workload without explicitly intervening at each step and limiting
human interaction with the process. ML has its applications in various domains (for example,
medicine, agriculture, and natural disaster prediction and management). Moreover, it can be
integrated and utilized in various domains, like the Internet of Things (loT), cyber physical
systems, cyber security, computer vision, image processing, robotics, natural language
processing, and many more.

Since the presented work is related to ML security, therefore it is essential to explain the
phases of ML tasks. Fig. 1 depicts various phases of ML tasks in the cyber physical systems. A
basic ML task can be divided into two phases: (1) training phase and (2) deployment phase
(testing phase) [11]. Their details are given below.

» Training phase: The task starts with accumulation of data from reputable and authorized
sources (i.e., sensors). The often humongous data is analyzed and prepared for training. It utilizes
different techniques, like cleaning, augmenting, and segmenting. It basically involves converting
irregularities and missing values in the dataset into consistent data that can be processed further.
Next, the dataset and problem statement is analyzed. The class labels and features of the dataset
are understood, and correlation (degree of relationship) between different features is visualized.
After that, the data is split into two parts for training and testing purposes of the model keeping
in mind the correlation between features and the target prediction required the selection of
suitable ML algorithm. The algorithm is the intuition behind the model, and it provides the
prediction output of the input data based on the value of the feature through a mathematical
formula. The training data is given to the ML model to train it with the feature values, and then
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the possible pattern is made. This pattern is calculated, and the parameters for prediction are
calculated. Now, the testing phase starts, and the calculated parameters are used on the test data
in order to carry out the new predictions. The accuracy score of the ML algorithm is calculated
using the test data to find the prediction capability of the algorithm. Hypertuning is performed on
the best algorithm by tweaking its formula to get the best iteration of the ML algorithm. Once
this hyper tuning is performed and the model gives a satisfactory accurate prediction, the trained
model finally deployed.

» Deployment phase: The deployed model after hyper tuning is supplied with the real-
time data. The trained model will provide prediction output on input new data. The model may
use the Application Programming Interface (API) to interact with the users where we can feed
the data through it and obtain the predictions based on training done under the training phase.
The results of predictions and findings are then summarized and presented in the illustrated
manner for future analysis and decision-making purpose.

Materials. Information security is the methodology of protecting information and
sensitive data from security risks (i.e., unauthorized access and usage, modification, inspection,
and deletion of the information). Information security in the cyber physical systems is provided
on the basis of CIA Triad, which comprises techniques like confidentiality, integrity, and
availability. Confidentiality (or privacy) involves restricting access to the information. Its usage
is much needed in order to protect information from being accessed or modified by malicious
entities. This can be achieved by utilizing encryption techniques, including public-key
cryptography and security tokens. Moreover, integrity (or data integrity) involves maintaining
the trustworthiness and dependability of the information. It is practiced to retain the usability of
data and prevail it to be usable for other tasks. It could be achieved by using the techniques like
version and access controlling, hashing and compliance checks, and keeping data checksums.
Furthermore, availability is the practice of accessibility of information for retrieval and usage by
authorized entities. It is required to maintain the information consistently through the
maintaining systems which hold them. It could be achieved through server monitoring,
redundancy, resolving software issues, and maintaining contingency protocols to deal with
Denial-of-Service (DoS) or distributed DoS (DDoS) attacks. These are the basic characteristics
that we cover under information security. However, we need to take care of other important
properties like authentication, access control, authorization, forward secrecy, backward secrecy,
data freshness, etc.

Methods. In the following, we provide the details of machine learning (ML) security in
cyber physical systems. ML security is the inclusion of cyber security techniques to safeguard
the integrity and privacy of an ML model from cyber attacks. It utilizes the various defense
mechanisms to prevent the subjection of the model from attacks that further prevent sensitive
information from getting breached. It also stops any disaster-related to the prediction of wrong
outcomes. With the vast extent of ML being used and fueling software that affects lives of
billions, these days protecting our vital data, and for smooth deployment of services that directly
or indirectly utilize ML security is becoming an important field of study. Protection against
malicious activities is a vital aspect of the ML task. Securing our ML process is very important.
For instance, when we work with sensitive data, the correct training of data is essentially
required. With the substantial growth of technologies and development in Big data, securing all
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such types of data and protecting ML tasks are the ever occurring tasks, which need to be
resolved with utmost priority.

Results. ML security operates with the help of various cyber security mechanisms, which
are deployed there to safeguard the integrity and privacy of an ML model against the various
threats and attacks. It uses different safeguarding schemes to prevent the subjection of the model
from attacks. This prevents sensitive information from getting breached and also prevents the
system from producing bad outcomes (predictions). The primary motivation behind the survey
article is to summarize the research work and case studies done in the field of ML security in the
cyber physical systems. Such a communication environment is being used in various domains
(i.e., healthcare, security and surveillance, retailing, industrial automation, control and support,
intelligent transportation system, etc.,). The correct prediction and privacy of users’ data are
essentially required. In machine learning, we use a model, which is called as ML model, and is
used for the purpose of prediction of some phenomena. During the literature survey, it has been
identified that the ML models are vulnerable to various types of attacks (i.e., dataset poisoning
attack, model poisoning attack, privacy breach, runtime disruption attack, and membership
inference attacks). Due to the enormous use of ML, it becomes essential to protect its models
against the various possible attacks. Therefore, we focus on various attacks that are associated
with the ML models. The different mechanisms of these attacks have also been discussed, along
with some possible solutions to prevent them. This research work will be helpful for the
researchers to make machine learning more secure and robust.

The research contributions of this work are summarized below.

* We present a threat model of ML security in the cyber physical systems, in which we
provide the details of all threats associated with the ML models.

» We then discuss various issues and challenges of ML security in the cyber physical
systems.

* Next, we discuss the mechanisms of various attacks related to the ML security.

» We also discuss some possible solutions that can be used to protect the ML security.

* Furthermore, we provide a comparative study on performance of the ML models under
the influence of various attacks that can be also deployed for the cyber physical systems.

Conclusion. We provided the details of various Machine learning security attacks
(i.e., dataset poisoning attack, model poisoning attack, privacy breach, membership inference
attack, runtime disruption attack), which are possible on the machine learning models deployed
in the cyber physical systems. We also discuss some of the defense mechanisms which can be
deployed to protect against these attacks. We then presented the threat model of ML security, in
which we provided the details of all threats
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